As Big Data and analytics become increasingly central to the management of both the academic and bureaucratic arms of postsecondary institutions, it’s critical for leaders to deal with issues around algorithmic bias, transparency, data ownership and more. Learning analytics has become a major focus of attention in the last several years.[1] It has the brought the expectations of Big Data and its associated statistical modeling from the cloud to the campus. While much of it has been
repackaged academic analytics aimed at elucidating the factors influencing four-year graduation rates and year-to-year retention, it has nevertheless provided insights into the development of interventions that have begun to move the needle on student success.[2,3]

A lot of this progress has been through harnessing the data that institutions have collected but often failed to usefully mine. These analyses are improving navigation of curricular pathways and identifying students at risk of failure in bottleneck classes that derails successful progression in majors. Simply identifying what courses are needed for seniors to take to complete their final year, and making them available, has had a remarkably positive impact on completion.[4] Sometimes it’s the little things.

However, an emerging concern is the collection and storage of student data external to the learning institution. Are systems running “out there” protecting this PII (personally identifiable information) and using it for purposes “never intended for use by the school”? [5] Issues like this motivated academics and administrators from universities around the world to assemble on the California coast last year and develop a framework to inform decisions about appropriate use of data and technology in learning research for higher education.[6] This concern has also inspired the articulation of learning data and analytics principles by the Learning Analytics Community of Practice sponsored by IMSGLOBAL.[7]

We are wrestling with some difficult questions. When students interact with the digital environment provided by the institution, who owns the resulting data? These interactions often generate contextual information about the students’ digital behavior. Metadata are created in response to the students’ interactions in digital learning environments. For example, a timestamp may be associated with a mouse click, appending to that recorded keystroke information about the previous page the student was on. Are these data generated by the students’ interactions the university’s system?

It may sound like splitting hairs but ownership of the data carries with it not only responsibilities but also the right to decide how it is used. As Rayane Alamuddin and colleagues wrote in Student Data in the Digital Era, “In an environment with unclear ownership and governance, the most prominent risk is overreach—that someone will take action that crosses an ethical line.”[8]
We have traditionally acted as if the university owns the data collected when students use their campuses’ learning management systems. How does the student express “ownership” of their data? In the context of student-generated work in a lab, for example, student ownership of their submitted lab findings is their intellectual property.[9] But if their data contributes to the analytics used to assess their performance, or select among personalized learning pathways, what should the student know about this and what options exist regarding the use of their data?

There is a strong asymmetry in the power relationship between the student and their educational institution. Should students provide informed consent regarding the collection, use, and disposition of data they generate by their learning interactions? If the data collected, and the analytics applied to it, are to serve their learning and development and not just enable the institution to exercise its interests in maximizing a return on its investment in the learner, the learner should have some understanding of and say over their data.[10]

Another aspect of data ownership is understanding how it is used. What are the algorithms that are applied to student data, and what are the algorithms doing? The Learning Analytics and Data Key Principles declaration (Image 1) addresses this by asserting the importance of transparency. The goal here is to raise the visibility of the data trails students leave and the ways these trails are used, analyzed and impact them.

8. **Transparency**: Individuals have the right to understand the specific reasons, methods, and purposes for which their learning data is collected, used, and transformed. This includes any learning data being shared with third-party service providers and other institutional affiliates or partners. Individuals also have the right to know how their data is transformed and/or used thru processes such as summative or algorithmic modifications, particular outputs, and visualizations.

Image 1: IMS Global Learning Analytics & Key Data Principles
Is there reason for concern? Let’s look at an example. In the introduction to Cathy O’Neal’s wonderful book “Weapons of Math Destruction” she recounts the story of fifth grade teacher, Sarah Wysocki, working in Washington D.C. where only half of high schoolers were graduating and only 8 percent of eighth graders were reading at grade level.[11] A new Chancellor was hired to fix these problems and contracted a consulting firm to develop a teacher assessment tool called IMPACT to identify good versus bad teachers so they could get rid of the bad ones. Wysocki was off to a good start and had excellent reviews from the parents of her students and her supervisors. Yet her IMPACT score was in the bottom 10 percent and, as a result, she was let go.

Her IMPACT score was based on an algorithm that included many variables, none of which were shared or explained. Her students, a class of between of about 25, living in a poor southeast Washington district, likewise faced all manner of challenges besides coursework. Further the algorithm was subjected to little or no training data with which to tune its accuracy. Finally, it turned out that the end of year tests which formed the baseline against which her students’ performance was determined turned out to have a lot of erasures, suggesting cheating to inflate the scores. When the district was confronted with this evidence they agreed it was suggestive of some issues but not conclusive. Wysocki’s firing was upheld. O’Neal explained, “An algorithm processes a slew of statistics and comes up with a probability that a certain person might be a bad hire, a risky borrower, a terrorist, or a miserable teacher. That probability is distilled into a score, which can turn someone’s life upside down. And yet when the person fights back, “suggestive” countervailing evidence simply won’t cut it. The case must be ironclad.”[12] The algorithm prevailed.

Other examples of “algorithmic bias” are emerging. Joy Buolamwini, a researcher at MIT’s Media Lab, describes facial recognition systems that fail to consistently recognize people in particular ethnic groups. The code in these systems is drawn from reusable code libraries that developers frequently use to save time. But they exhibit what she calls “coded gaze,” the bias embedded into coded systems and propagated by those who have the power to write the algorithms that go into them.[13]

These two examples, from distinct domains, reflect the power of algorithms and the lurking danger that can inadvertently, mistakenly or even intentionally emerge. The call for transparency in learning analytics is to raise our gaze and
ensure that biases do not encroach on an enterprise that so deeply influences the lives, success, and future of our students.

Much remains to be done. The conversation about the ethics, ownership and practices of learning analytics is young. It is likely that simply declaring that students should own their data fails to arm us with the insights and understanding to guide our actions. Asking for transparency in how we apply algorithms to students’ data so students and their parents understand the purpose of these algorithms is a first step. But it, too, is not enough. We must broaden the view to include a wider context or put at risk a promising future.
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